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Stock Market Price Indices Modelling by a Small Scale
Bayesian VAR: The Case of British FTSE and German
DAX Index*

Milo§ BIKAR® —Martin HODULA**

Abstract

This article examines the behaviour and respon$esock market indices to
various macroeconomic determinants by using snsalesBayesian VAR model.
Our objective is to investigate the extent to whigrious macroeconomic
shocks contribute to changes in stock market cimdit We focus on the Ger-
man DAX 30 index and British FTSE 100 indices wlgelve as indicators
for the development of the German and British enpnas well as an illustra-
tion to evaluate the performance of the model. ke lconfirmed the general
view that BVAR model outperforms a standard VAReinatien the forecasting
accuracy improved from 5% to 12%. We have alsoircoefl that any increase in
risk-premium negatively influences stock marketbdth case studies. However,
the structure of the economies and capital also enak difference, as found
from different market reactions to supply shock.
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JEL Classification: C51, G11, G15

Introduction

Over the last couple of years financial marketsitwlarough volatile times,
as we have seen extremes such as overvalued sticek preated bubbles up
to crash of stock exchanges followed by recessamt crises. Nevertheless,
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financial markets attract daily millions of indiwidls and institutional investors
in order to assess available resources and bringageled value. Historically,
market movements reflected in stock price indick®se serve as an indicator
and benchmarks for portfolio managers and singldividual investors.
The stock markets have always been one of the pogatlar investments due to
their high returns. In that connection, stock indesecasting has always been
a subject of interest a particular interest to stwes, speculators, economist and
governments.

Stock markets can be characterised by non-line@ritasset prices, stock
returns, and volatility, and they are influencedngny other factors like inter-
est rates, inflation, commodity prices, large cogpe results, futures and op-
tions prices and during the last years by the naggiolicies of major central
banks. Stock market predictions are based on efthmetamental or technical
analyses. Fundamental analysis is related to théysia of assets, economical
values of securities and major macro economicatldnments, while technical
analysis tries to find supports and resistance&llan trends and shapes of
historical prices. Still, no one can consistenthgdict the stock market move-
ment. That iswhy any kind of prediction requires ierative process of
knowledge discovery and system improvement thrduagiwledge engineering,
data mining, theoretical and data-driven modelliag,well as trial and error
(Hassan and Nath, 2005).

This article builds on the referenced work ofiBara, Giannone and Reich-
lin (2010) and uses their model framework to aralyise role of macro-
economic determinants of stock market dynamicshenexample of German
DAX and British FTSE indices. Our objective is tovéstigate the extent to
which various macroeconomic shocks contribute tanges in stock market
conditions. First, we build a small scale Bayesi&hR model and use it to
simulate the development of stock market indicdsenTwe perform impulse
response analysis in order to show which macroenimaeterminants have
the potential strength to influence the stock madkgmamics in a short-run.
The defined system also allows us to simulate #teabiour of stock markets
in case of choosing scenario set-up, such as ant¥edse in the inter-bank
interest rates.

The remainder of this article is organized asofoi:

In Section 1 we present some issues linked tantikepretation of forecasting
models.

Section 2 presents the used data and methoddldigicaework.

In Section 3 we perform the forecast evaluatioth present our model results
and last Section concludes.
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1. Conceptual Issues Interpreting Models for Stock Market Price
Predictions

Financial market prediction has been one of thetroballenging goals for
the research community. Most scientific studiesuad on the prediction prob-
lem from the perspective of prediction accuracynéaptual views on stock
market price predictions differ and point out dtrik differences in outputs and
model interpretations.

In developing a stock market prediction systeme ohthe most important
tasks is to select the input variables. There aversl methods used for stock
indices prediction: Linear Regression, Time SelMeslels: Autoregressive Inte-
grated Moving Average (ARIMA), Double Exponentiah8othing and Bayesi-
an vector autoregressive models (BVAR), Artifickéural Networks (ANNS),
Generalised autoregressive conditional heterostetafGARCH), and Boot-
strapping Simulations.

Several authors predicted stock returns with Bayegector autoregressive
models. Avramov (2002) used Bayesian model avegagiranalyse the sample
evidence on return predictability in the presentarxertainty about the return
forecasting model. He found that incorporating niagecertainty can weaken
the predictive power of economic variables. Amomgreised variables, term
and the market risk premium are relatively robustdictors and together with
inflation, size premium and the value premium pssdewer or no autocorrela-
tion, while dividend yield and book-to-market, argoathers, have relatively
small posterior probabilities of being correlatedhwfuture returns. Cremers
(2002) introduced a methodology that explicitly éakmodel uncertainty into
account by comparing all possible models simultasBoand in which the
priors are calibrated to reflect economically meafiil prior information. The
out-of-sample results for the Bayesian average tsagteowed improved fore-
casts relative to classical statistical model sedacmethods, which are con-
sistent with in-sample results and show some, aHmall evidence of predict-
ability. Bessler and iickoff (2008) applied a model to forecast the return
of a portfolio of large German firms. They foundattihere is a certain degree
of predictability of the BVAR when they use theursts of single stocks instead
of macroeconomics variables, with no variableshwite recommendation to
take a closer look at the cross-correlation stmectdi stock returns over monthly
horizons.

ARIMA modelling was subject of the research studyJarrett and Kyper
(2011) with the aim to assess the prediction oh€é stock market prices over
a lengthy enough period of time where stock pritestuated during varying
temporal economic movements. They came to a cdonaluthat the ARIMA
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Intervention Model is very useful for explanatiohtloe dynamics of the impact
of serious interruptions in an economy and the geann the time series of
a price index in a precise and detailed mannen arad Wang (2010) developed
a model forecasting the global stock index by sisth time effective neural
network. They introduced the Brownian motion in @rdo make the model
to have some effect on random movement while miairitee original trend.
They tested the forecasting performance of the iMogesing different volatili-
ty parameters and showed some results of the asalgs the fluctuations of the
global stock indices using the model. As confirngdthe study of Pino et al.
(2008), Hamm and Brorsen (2000) and SchachmurodeVditkowska (2001),
stock prices can be seen as a random time sequathceoise. Artificial neural
networks, as large scale parallel processing, neali systems that depend on
their own intrinsic link data, provide methods aadhniques that can approxi-
mate any nonlinear continuous function without #omrassumptions about
the nature of the generating process.

The stock indices forecast could be also predicéedording to volatility
forecasts. Based on empirical observations, impl@dtility measured by VIX
Index, react asymmetrically up and down to stockketamoves. Generally
speaking, the volatility increases more when thellef stock prices drops com-
pared to the stock price rise.

When stocks drop, the debt/equity ratios incress® stocks become more
volatile with higher leverage ratios. Within thesearch community, GARCH
models (first developed by Engle and Bollerslev@@,9and Bollerslev, 1986)
represent a typical technique used for volatilibyetasts. Cai (2012) research
paper compared three different GARCH-type Modeltder to forecast the
conditional variance process of major USA stockded (DJIA, S&P 500 and
NASDAQ) by using different kinds of distributionsrfthe errors. The regression
test results showed that different GARCH-type medetfecast series can satisfy
their expectations, while forecast series with wrdiorecast horizons and longer
in-sample sizes perform better than the opposiés;oarrors with different dis-
tributions did not impact the forecast quality.

The most recent paper published by Sharma (20&@B)pared the daily
conditional variance forecasts of seven GARCH-fgmibdels, using the daily
price observations of 21 stock indices for the queérdanuary 1, 2000 to
November 30, 2013. He found that the standard GARQidlel outperforms
more advanced GARCH models, and provides the beststep-ahead fore-
casts of the daily conditional variance. The resate robust to the choice
of performance evaluation criteria, different markenditions and the data-
snooping bias.
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2. Data and Methodology

To forecast the average stock return, we followsuwa and Tanemura (2000)
and Babura, Giannone and Reichlin (2010) and estimateall scale Bayesian
VAR model. BVAR model as described in Litterman §49 and Todd (1984)
has become a widely popular approach used in teriessforecasting. The re-
sults obtained in five years of forecasting withyBsian vector autoregressions
were published by Litterman (1986), considering ppheblem of economic fore-
casting, the justification for the Bayesian apphpats implementation, and the
performance of BVAR model. One of its main advastagp that it deals with an
over-parametrization (the dimensionality issue)ao$tandard VAR model by
placing prior distributions over the parametersthe unrestricted VAR.Over
time it has also gained a widespread acceptan@epaactical tool to provide
reasonably accurate macroeconomic forecasts whempared to conventional
macroeconomic models. Considgr=(y,, ¥,, ... ;)" to be a vector of ran-

dom variables and VAR(p) model of the followingrfar
Ye=CtAY t ..+ AY, tE (1)

where &, is anm-dimensional vector of Gaussian white noise withiac@mnce
matrix E(£,£,) = zg and A, ..., A, arenxn autoregressive matrices.

In setting the prior distributions, we follow stiwd practice and use Minne-
sota prior as suggested in Litterman (1986) in Wwidlt the equations are cen-
tered around the random walk process with drifte phior mean can be linked
to the following representation foy, :

Ye=CH Yaté )

which shrinks the diagonals o towards zero and the remaining coefficients
in A, ..., A towards one. This specification seems appropridten dealing

with stock market prices which are often considemedte strongly determined
by the market's sentiment rather than macroecondatitor development. The
Minnesota prior also follows a belief that moreeaeiclags provide the most
reliable information rather than the more distam¢ Let us set the following
moments for the prior distribution of the coeffitis:

E[(Ak)u}z{d"j:i’k:l K[(A()u}z{/]z 99" i=i, k=1othemvis (3)

0, ... otherwis: K Tk o,

2 |n a standard VAR model, many parameters need &stimated even though some of them
might be insignificant. The BVAR model can imposetrietion on these estimated coefficients
and assume they are more likely to be near zerottfecoefficients on a shorter lags.
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where J, is an informative prior} are set hyperparameters that control the over-

all tightness of the prior distribution around tlamdom walk and set the relative
importance of priority with respect to data infotina. 1k’ is the factor showing
at what rate prior variety decreases with increpgg length and? represents
the relative tightness of the variance of otheralades. Litterman (1986) sets the
o, =1 but according to Biura, Giannone and Reichlin (2010) this priority is

not appropriate for variables believed to be charamed by substantial mean
reversion which is the case of international stoekkets (Spierdijk, Bikker and
Hoek van den, 2010). So we set this prior equal te O .

The values for hyperparameters are crucial in BfAdRnework as they de-
termine how far estimated coefficients are allovieddeviate from their prior
means, and how much is possible for the model fwrageh an unrestricted
VAR. As shown by Mol, Giannone and Reichlin (2008khould be set with
respect to the model size to avoid overfitting. #éow Banbura, Giannone and
Reichlin (2010) and set the overall tightness &dya desired average in-sample
mean squared forecast error (MSFE) for a numbéewpfseries included in the
VAR specification, particularly production indexpek index and interest rate.
The minimizing function takes on following notation

, .. 1 msfém
A(fit) =ar mldflt—— —_— 4
(fit) =argm 3§ msfd 4
1 T-2 2
where msfé" ™ =T—12( Vi~ ym) . It represents the in-sample one-
- p-LliEst ’

-step-ahead mean squared forecast error of a ginelel specificatioom andp

is the lag-order of the model. We use the Gener8gecific approach to select
the appropriate lag length for the case studieS@fmany §;, = 13) and the
United Kingdom [, = 9). For the baseline estimation, we $et 0.25 and
A» = 0.27 respectively. All estimations were computasing EViews or
MATLAB software.

The focus of our analysis is on Germany and th@edrKingdom. These
two countries are selected because Germany andrtiied Kingdom are two
largest economies in EU measured by the nominal &mxPaccount for almost
half of the total value of the Eurozone economyerEfiore our estimation may
be used to accumulate some general observationrsnaBg data covers the
period from 1978M09 to 2015M12 and the United Kiogdfrom 1987M01
to 2015M12. All variables are seasonally adjustad &reated in a way that
assures stationarity. Table 1 reports the dataymones, descriptions, sources
and specifications.
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Table 1
Dataset Description
Mnemonic Description Source Specification
IPI Industrial production index Eurostat log, SA
CPI Consumer price index ECB annualized, SA
BONDS Government bonds yields ECB %, SA
DAX, FTSE Stock indexes Bloomberg log, SA
IR 3M-EURIBOR and -LIBOR rates ECB %, SA
REER Real effective exchange rate ECB %, SA

Note: SA = seasonally adjusted.
Source:Own estimation.

The baseline models comprise of all data, sontenh ftop to bottom using
Cholesky ordering. We order variables in a way ttegtures real economy
behavior, so production and prices are assumedonaact immediately to the
monetary policy variable (the interest rate) buhea with a one-period lag. On
the other hand, the interest rate takes into addmath the current level of prices
and production. To assure robustness of our resultsalso experiment and
order the stock indices last under the assumptiahdtock market shocks have
no contemporaneous impact on the other variabléseirmodel. However, this
experiment did not change the estimation output.

3. Results and Discussion

In this section, we present our estimation res#list, we study the impulse
response functions of stock market indices to siteal macroeconomic shocks
and second, we conduct an out-of-sample forecastixgeriment in order
to simulate the behaviour of stock market indigegase of choosing scenario
set-up (for example an 1% increase in the intekbaterest rates). The purpose
of this exercise is to answer the question whattlaeemain macroeconomic
determinants that drive the stock market indicesadyics in a short-run. The
system we create for this purpose is then usednolae the development of
stock market indices together with computed unassta

To assess the overall performance of our BVAR rhade first estimate one-
step-ahead in-sample forecast to obtain the MSHiesdor the minimization
function (3) (graphical projections are availabighe Appendix). We also com-
pare our MSFE estimations for the BVAR model witle tones obtained from
estimation the same model but by using only orditeast-squares (OLS)
estimation that represents the standard VAR mdasdle 2 suggests that MSFE
of one-step ahead forecast by BVAR model is fromt6%2% better than those
of ordinary VAR models.
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Table 2

MSFE Estimations

VAR BVAR
Variable
Germany UK Germany UK

IPI 1.591 1.007 1.402 0.949
CPI 0.234 0.306 0.209 0.289
DAX/FTSE 1.058 1.037 0.989 0.984

Note: Note that the estimation for RMSE and MSFE arerofprovided by the software, such is the case
of EViews. The problem is that these estimatefien black boxes and therefore we are using our cvde
for estimation. The code is available upon request.

Source:Own estimation.

We pay our attention now to baseline model imprdsponse analysis of stock
market indices to various macroeconomic shocksav#enterested in estimation
of the impact of positive shocks to output (demsimock), inflation (supply shock),
sovereign bond yields, inter-bank interest ratesn@ary policy shock) and real
effective exchange rates. The choice of varialdemotivated by an influential
publication of Fama (1983) and existing studies neacroeconomic shocks
and stock markets (see for example Rapach, 200BaBke and Kenneth, 2005;
Bordo, Dueker and Wheelock, 2008; Hamed, HussairnTatba, 2012).

To estimate the demand shock, we use the induystaduction index as a pro-
Xy to capture the economic activity and treat inasombination of aggregate de-
mand shock and productivity-affecting shock. We thgestandard consumer price
index to simulate price shock which can be viewe asupply shock. Shock to
sovereign bond yields can be interpreted as areaser in risk premium. The
monetary policy shock which we also use in follogviforecast simulation is
identified as a shock to 3-month inter-bank raE8$RIBOR and LIBOR) follow-
ing excess literature on the topic (Bernanke, Boamd Eliasz, 2005; Christiano,
Eichenbaum and Evans, 1999; Makridakis, Wheelwragid Hyndman, 1998,
etc.). Last, we use real effective exchange raigetotify exchange rate shock.

To assure robustness of our estimates over tiragjivide our samples with
respect to the economic cycle. We then comparee thssmates with our base-
line model. In case of Germany, we set the firslejrom September 1978 (be-
ginning of the sample) to February 2003 and thersgcycle from March 2001
to July 2007 to retain the degrees of freedomabemf the United Kingdom, we
set the first cycle similarly from January 1987Rebruary 2003 and the second
cycle from March 2001 to July 2008. The resultsrafmist with respect to time
period used in the BVAR model as most of the IFRsside the 95% confi-
dence interval of the baseline full sample model.

The impulse response functions are shown in Fitjaed Figure 2. Simulated
shocks are equal to one standard deviation in tefmsagnitude meaning they
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are not of the same value but of the same probabilne data treatment, however,
allows us to interpret the strength of responsgeirtentage changes after multi-
plying them by one hundred.

Figure 1 presents impulse responses of the DAXkstodex on particular
macroeconomic shocks. The figure shows point egtisnavith one and two
standard deviation bounds.

Figure 1
DAX Index Response Functions to Various Macroeconoit Shocks
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Source:Own estimation.

The initial impact of the demand shock on the D#¥ck price index is posi-
tive but quickly disappears and is not statisticalgnificant at 95% bounds. By
contrast, the supply shock derived from rises iogsris strongly negative and
the effect is persistent as the DAX index dropsabgut 3% at impact. Positive
inflation shock, therefore reduces the stock prames might indicate a change in
market conditions toward bust. A positive soverddgnds shock also negatively
influences stock index. As the risk premium risks market participants are
selling off their stock supplies in a fear of a bewrket. When focusing on the
effects of the monetary policy, we find similar @emnce as Bordo, Dueker and
Wheelock (2008). They found that the initial impatshort-term interest rate is
positive at first but over a long-run it raises thg at which investors discount
future earnings and negatively affects stock magketvth. Opposed to Bordo,
Dueker and Wheelock (2008), we have found no eweef estimation sensi-
tivity to ordering of the short-term interest rateBVAR model. The exchange
rate appreciation shock temporarily lowers DAX, doghe negative effect on
exporters, but the effect quickly fades out.
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Figure 2
FTSE Index Response Functions to Various Macroeconuc Shocks
006 DEMAND SHOCK 0,04 SUPPLY SHOCK 002, SOVEREIGN BOND SHOCK
0,04 0,02 o

£ ,

ARG 000
0,02 o T T PP T T LT PO 0,00

-0,02
0,00 & 0,02
-0,02 -0,04 -0,04
0 6 12 18 24 30 36 42 48 0 6 12 18 24 30 36 42 48 0 6 12 18 24 30 36 42 48

004 , MONETARY POLICY SHOCK 004, EXCHANGERATESHOCK

0,02
0,02

0,00

0,00
-0,02

-0,02 -0,04
0 6 12 18 24 30 36 42 48 0 6 12 18 24 30 36 42 48

95% 68%

full sample ~ eeceee 1987M01-2003M02 == == 2001M03-2008M07

Notes:months after shock are put on the horizontal aséstical axis describes the strength of the respon
with 95% and 68 % bootstrapped confidence bounds.

Source:Own estimation.

Next, we focus on FTSE index response to chosesraeaonomic shocks.
While we have found some similar responses to tA&X [Index case, others
behave quite differently. London is one of the wwllargest financial centre
and except of the strong domestic financial sesvabemand, take advantage of
the global opportunities that arise by pursuing ietings from abroad or ena-
ble other foreign companies to finance their meygacquisitions and strategic
alliances. On the other hand, Germany with thengtiondustry contribution to
the total GDP and a long-term high trade surplusrgs to the biggest capital
exporters globally.

Apart from DAX index, the production shock (risedemand) has a positive
and statistically significant impact on FTSE up2®. By contrast, inflation
shock has no sound effect on stock market indekarnJnited Kingdom, as the
significant part of the UK stock market participaare represented by global
investors, who do not follow the local inflation. positive sovereign bonds
shock behaves in the same way as in Germany anddgadive persistent im-
pact. Results of the stock market response tactgtr monetary policy are a bit
confusing. While it initially lowers the stock matkvalue, it bounds back after
approximately 10-months and we can detect a pesiifect for a few horizons.
This could confirm some historical evidence tha&t ithterest rate increase imme-
diately transfer investors towards higher yielasrfrgovernment bonds, but does
not necessarily mean the stock market declineémtiar future. The exchange
rate appreciation shows the similar effect as iKpase.
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Next, we estimate the out-of-sample 24-monthscastof both stock market
indices and use the specified model with macroeminovariables to define
some basic simulations. Figure 3 shows the resdlEmulated Bayesian dy-
namic 24-months ahead forecast of both analysexk stalices with 90%, 70%
and 50% confidence bounds.

Figure 3
DAX and FTSE Indexes 24-month ahead Forecast witmterest Rates Development
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Source:Own estimation.

Note that the actual forecast starts in Januafys 20he dark line represents
a baseline scenario forecast and the red thickdipeesents a simulated scenario
of permanent one percentage point increase in thergh inter-bank rates
(EURIBOR, LIBOR).

The motivation for this exercise was not to prethe stock market develop-
ment (wide confidence bounds suggest a great poofiaincertainty in the out-
of-sample prediction) but to show the relative impoce of macroeconomic
development to stock market returns. Due to thegtandard monetary policies,
mainly quantitative easing and applied almost zaterest rate, major world
stock indices reached maximum values in 2015, esstors were not able to
find an alternative investment opportunities andtgbute to stock price rallies.
The expected normalized interest rate policy mayseahanges in a part of in-
stitutional investors toward bond markets. The lodemand upon stocks may
also raise from less buybacks realized directlgdayppanies itself.

Conclusion

This article investigates the behaviour and respsrof stock market indexes
to various macroeconomic determinants. In particule focus on the German
DAX 30 and British FTSE 100 indices as they cawees the indicators for the
development of the German and British economy dk agethe illustration for
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the evaluation of the model performance. We retiada small scale Bayesian
VAR model and used it to simulate the developmdnstock market indices.
We examined both forecasting accuracy and strdcamalysis of the effects
of various macroeconomic shocks. The setting ofptinar follows standard rec-
ommendations in the Bayesian literature.

Our main findings can be summarized as followst fiwve have assessed the
performance of Bayesian VAR model for the analygisnacroeconomic envi-
ronment influence on stock market indices in Genyreamd the United Kingdom.
We have confirmed the general view that BVAR maal#tberforms a standard
VAR model when the forecasting accuracy improvenfrs% to 12% with re-
spective variables. Second, we have found that indlilbes behave in the same
way (increase) when are hit by a positive producsbock, but they differ in
case of a supply shock. The supply shock deriveuh fihe rise in prices has no
sound effect on stock market index in the UK. linigontrast to Germany where
the inflation increase is stronger and quite pasity connected to fall in stock
market prices. The positive sovereign bonds shaskyell as currency apprecia-
tion are reflected in a declined trends of stoakdes by both analysed cases.
Last, the baseline and simulated scenario confirtheddownturn reaction of
both indices to interest rate shocks which is atiea on higher demand upon
sovereign bonds and partial transfer of funds fsboek markets.

In the near future the stock markets, except tdwedsird corporate results and
macroeconomic developments, will still be heavigpendent on the monetary
policy changes and central bank statements. Thaoetp environment with
a long duration of negative interest rates woulgatigely influence an appropri-
ate investment decisions. The normalization of ntemyepolicies would lead to
a stabilization of the asset price developmentlsalthy allocation of available
resources. This would significantly lower stock kedrvolatility, currency fluc-
tuations, risk and potential creation of markettiab.
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Appendix
Figure 1A
Inter-sample Forecasts by Bayesian VAR Model for Genany and United Kingdom
Key Variables
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Source:Own estimation.



